Bayesian forecasting of temporal gene expression by using an autoregressive panel data approach
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ABSTRACT. We propose and evaluate a novel approach for forecasting gene expression over non-observed times in longitudinal trials under a Bayesian viewpoint. One of the aims is to cluster genes that share similar expression patterns over time and then use this similarity to predict relative expression at time points of interest. Expression values of 106 genes expressed during the cell cycle of *Saccharomyces cerevisiae* were used and genes were partitioned into five distinct clusters of sizes 33, 32, 21, 16, and 4. After removing the last observed time point, the agreements of signals (upregulated or downregulated) considering the predicted expression level were 72.7, 81.3, 76.2, 68.8, and 50.0%,
respectively, for each cluster. The percentage of credibility intervals that contained the true values of gene expression for a future time was ~90%. The methodology performed well, providing a valid forecast of gene expression values by fitting an autoregressive panel data model. This approach is easily implemented with other time-series models and when Poisson and negative binomial probability distributions are assumed for the gene expression data.
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INTRODUCTION

Gene expression time-series analysis allows researchers to characterize a set of genes through their longitudinal pattern of expression (Nascimento et al., 2012). This characterization enables the understanding of different biological processes (functional and regulatory mechanisms) because of the identification of gene groups that share similar expression profiles over time (Mukhopadhyay and Chatterjee, 2007; Korucuoglu et al., 2014).

Given the large number of genes evaluated in microarray and RNA-seq studies, gene clustering is essential to summarize gene expression profiles into a limited number of groups that present similar patterns over time. Among the methods for clustering genes, the dynamic model (Ramoni et al., 2002) and MaTSE (Craig et al., 2013) deserve special attention. However, according to Ernst et al. (2005), such methodologies are not suitable for small experiments where there are few (N < 10) temporal observations.

Recently, in order to circumvent this limitation, Nascimento et al. (2012) proposed a joint Bayesian analysis of an autoregressive (AR) model for panel data (Liu and Tiao, 1980) and hierarchical clustering where the autoregression parameter estimates are input variables in the clustering process. Therefore, at the end of the Markov chain Monte Carlo (MCMC) process and after verification of chain convergence, genes belonging to the same group have the same longitudinal behavior.

Although the methodology presented in Nascimento et al. (2012) was not the first Bayesian gene-clustering proposal, according to Dimitrakopoulou et al. (2013), it provided an efficient clustering algorithm by using the flexibility of MCMC methods. Although not yet exploited, this methodology also allows the forecasting of gene expression by means of time-dependence modeling between measures. Thus, the expression level of a gene at a particular time is predicted in an AR process, allowing inferences at non-observed (i.e., future) times. This enables cost reductions associated with gene-expression surveys by using fewer time points and possibly increases the accuracy of analysis by increasing sample size through the inclusion of new observations from this forecasting system. Furthermore, according to Olshen and Jain (2002), this quantitative approach to clustering predicted gene expression is useful for identifying specific genes whose expression is linked with a phenotype (i.e., gene expression changes over time in relation to disease incidence) and for systematic prediction of classes (i.e., clustering genes with similar expression over future times).

The purpose of this work is to propose and evaluate predicted gene expression values by fitting the Bayesian AR panel data model to a microarray time-series dataset extracted from Saccharomyces cerevisiae.
MATERIAL AND METHODS

Statistical model

The AR panel data model of order p, AR(p), is given by:

\[ Y_{it} = \mu_i + \sum_{j=1}^{p} \varphi_{ij} Y_{i(t-j)} + e_{it}, \quad i = 1, 2, ..., n; \quad j = 1, ..., p \]  

(Equation 1)

where \( Y_{it} \) is the value of the series \( i \) with mean, \( \mu_i \), \( \varphi_{i1}, \varphi_{i2}, \ldots, \varphi_{ip} \) are the autoregression parameters, and \( e_{it} \) is the error term (\( N(0, \sigma^2_e) \)). The likelihood function, in matrix notation, is given by

\[
L(Y|\Phi, \sigma^2_e) \propto \sigma^2_e^{-\frac{m(n-p)}{2}} \exp\left\{-\frac{1}{2\sigma^2_e} (Y - X\Phi)^T (Y - X\Phi)\right\} 
\]

(Equation 2)

where

\[ Y = [Y_1(p+1), Y_1(p+2), \ldots, Y_1(n), Y_2(p+1), \ldots, Y_2(n), \ldots, Y_m(p+1), \ldots, Y_m(n)]^T, \quad \Phi = [\mu_1, \varphi_{11}, \varphi_{12}, \ldots, \varphi_{1p}, \mu_2, \ldots, \varphi_{2p}, \ldots, \mu_m, \varphi_{m1}, \ldots, \varphi_{mp}] \in \mathbb{R}^{m(p+1)} \]

\[ X = \begin{bmatrix} X_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & X_{m(p+1)} \end{bmatrix} \text{ with } X_i = \begin{bmatrix} 1 & \cdots & 1 \\ y_{i(p)} & \cdots & y_{i(1)} \\ y_{i(p+1)} & \cdots & y_{i(2)} \\ \vdots & \ddots & \vdots \\ 1 & \cdots & y_{i(n-1)} \end{bmatrix}_{(n-p) \times (p+1)} \]

The posterior distribution is given by

\[ P(\Phi, \sigma^2_e|Y) = L(Y|\Phi, \sigma^2_e) \times P(\Phi|\sigma^2_e) \times P(\sigma^2_e), \]

where \( L(Y|\Phi, \sigma^2_e) \) is the likelihood function presented in (2) and \( P(\Phi|\sigma^2_e) \) and \( P(\sigma^2_e) \) form a hierarchical normal-inverse-gamma prior distribution, \( \Phi|\sigma^2_e \sim N_{m(p+1)}(\mu, \sigma^2_e \Sigma) \) and \( \sigma^2_e \sim IG(\alpha, \beta) \).

The full conditional posterior distributions for \( \Phi \) and \( \sigma^2_e \) used to apply the MCMC method (Gibbs sampler algorithm) are given by

\[
\Phi, \sigma^2_e | Y \sim N_{m(p+1)}(\hat{\Phi}_E, \sigma^2_e \Sigma) \quad \text{(Equation 3)}
\]

\[
\sigma^2_e | \Phi, Y \sim IG\left(\frac{m(m + 1 + 2\alpha)}{2}, D + \frac{1}{2} (\Phi - \hat{\Phi}_B)^T \Sigma^{-1} (\Phi - \hat{\Phi}_B)\right) \quad \text{(Equation 4)}
\]
where

\[ D = \beta + \frac{(y^T Y + \mu^T \mu) - (y^T X + \mu) (y^T X + \mu)^T}{2}, \quad \Phi_{\beta} = (X^T X + I)^{-1} (X^T Y + I \mu). \]

\[ \Sigma = X^T X + I, \text{ and } I \text{ is an identity matrix.} \]

The R codes for implementation are freely accessible on the web (http://www.det.ufv.br/~moyses/links.php).

**Method for clustering genes**

Gene clustering was performed through an iterative process that was initially considered one panel with all genes, so the parameter estimates from model 1 were used as input variables using Ward’s method (Ward, 1963) for clustering analysis, and for each resulting cluster, model 1 was again fitted (Nascimento et al., 2012). This procedure resulted in new estimates for the parameters, which were once again submitted for cluster analysis. Thus, an iterative process was initiated and repeated until the number of clusters, k, and individuals belonging to them did not show any further changes. The number of clusters was defined using Mojena’s criterion (Mojena, 1977). Under this framework, our main goal is that at completion of the algorithm, the resulting clusters contain genes expression patterns over time, according to parameter estimates from the given model. Figure 1 shows a scheme of the proposed method (Nascimento et al., 2012) for genes whose expression series were modeled by an AR(2) panel data model, the simplest multi-parametric model.

**Figure 1.** Scheme of the gene clustering method with expression series modeled by a second-order AR panel data model (Nascimento et al., 2012).
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After obtaining each cluster by using the iterative process described, the theory of predictive distribution described by Heckman and Leamer (2001) was used to obtain predicted expression values for each gene separately in each cluster (Silva et al., 2011).

Considering the statistical model, AR(p), for panel data from a future value where \( e_{t+1} \sim N(0, \sigma^2_e \Phi) \), the likelihood function refers to all supposedly independent individuals, \( i \) (\( i = 1, 2, ..., m \)), under the matrix form given by

\[
L(Y_{t+1} | \Phi, \sigma^2_e, Y) \propto \sigma^{-m}_e 2^{-m} \exp \left\{ -\frac{1}{2 \sigma^2_e} (Y_{t+1} - X \Phi) \right\} \left( Y_{t+1} - X \Phi \right)^T \] (Equation 5)

where

\[
Y_{t+1} = \begin{bmatrix} Y_1(t+1), Y_2(t+1), \ldots, Y_{m(t+1)} \end{bmatrix}_T^{m \times 1}, \quad X = \begin{bmatrix} X_1 & 0 & \ldots & 0 \\ 0 & X_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & X_m \end{bmatrix}_{m \times m(p+1)}
\]

and

\[
X_i = \begin{bmatrix} 1, Y_{i(t)}, Y_{i(t-1)}, \ldots, Y_{i(t+1-p)} \end{bmatrix}_{1 \times (p+1)}
\]

Thus, the predictive distribution is given by the following integral:

\[
P(Y_{t+1} | Y) \propto \int_{\sigma^2_e} \int_{\Phi} \sigma^2_e^{-m} \exp \left\{ -\frac{1}{2 \sigma^2_e} (Y_{t+1} - X \Phi) \right\} \left( Y_{t+1} - X \Phi \right)^T P(\Phi, \sigma^2_e | Y) \ d\Phi d\sigma^2_e \] (Equation 6)

According to Heckman and Leamer (2001), it is possible to obtain a sample of future observations from the posterior predictive distribution via the MCMC algorithm with the distribution \( Y_{t+1} | Y \sim N_m(X \Phi^q, \sigma^2_e \Phi^q I) \), where \( I \) is an identity matrix of order \( m(p+1) \times m(p+1) \) and \( \Phi^q \) is a vector of AR parameters at iteration \( q \). The point estimate of this value for future observations is given by the mean of this sample, \( \hat{Y}_{t+1} | Y \).

True value data validation

The data used refer to the expression of 106 genes that act on the cell cycle in \( S. \text{cerevisiae} \) (Zhu et al., 2000) and their Bayesian information criterion values suggest a second-order AR as the most plausible model. This criterion was chosen as the simplest multiparametric model. We used 10 points consisting of fold-change values from the gene expression of mutant strains (treated) as compared to wild-type strains (control), along with each evaluated time point (0, 15, 30, ..., 135 min). The dataset can be downloaded from the \( S. \text{cerevisiae} \) database (http://smd.stanford.edu/).
After determining groups by using the iterative method for gene clustering and applying the predictive posterior distribution approach, we assessed (group-specific) model predictive ability by using mean square error (MSE). To achieve this, we removed the last observation (gene expression at time point 135 min) to allow direct comparison between the predicted values and the observed true values. The formula for calculating MSE for the \( j \)th group is

\[
MSE_j = \frac{1}{ng_j} \sum_{i=1}^{ng_j} (Y_{i,135} - \hat{Y}_{i,135})^2
\]

where \( ng_j \) is the number of observations, \( Y_{i,135} \) is the observed value at time point 135 min of the \( i \)th series, and \( \hat{Y}_{i,135} \) is the predicted value for time point 135 min of the \( i \)th series.

Additionally, we calculated the percentage of credibility intervals that contain a gene expression true value, corresponding to time point 135 min (\( \bar{Y}_{135} \)) and the percentage of agreement between the true values of the last observation (\( Y_{135} \)) and their estimates (\( \bar{Y}_{135} \)).

RESULTS

The results, obtained by Raftery-Lewis and Geweke diagnostics (Raftery and Lewis, 1992; Geweke, 1992) and implemented in the boa package (Smith, 2007), indicated that the iteration number was enough to ensure convergence.

Based on these results, genes were partitioned into five distinct clusters having 33, 32, 21, 16, and 4 genes. Among the differences between clusters, it was noted that genes belonging to clusters 1 and 2, in comparison to those in cluster 4, have opposing expression patterns during the cell cycle (Figure 2A, B, and D). The genes in cluster 3 exhibited consistent behavior (i.e., expression unchanged) during the cell cycle (Figure 2C). Moreover, genes in cluster 5 (Figure 2E) exhibited increased expression levels in the control (wild-type strains) at the beginning and end of the cell cycle.

The number of genes appeared to influence the MSE, given its decrease when the number of expression profiles increased in each group (Table 1). This result was expected, since the Bayesian AR panel data model is recommended for situations involving a large number of small series because of the use of all observations in the estimation of individual parameters for each series (Silva et al., 2011; Nascimento et al., 2011; Nascimento et al., 2012). The percentage of credibility intervals that contained the true values of gene expression for time point 135 min was \( \approx 90\% \) (Table 1).

The agreement between the true and estimated values indicates the ability of the model to classify genes as upregulated (genes presenting higher expression levels in the treated group) or downregulated (genes presenting higher expression levels in the control group) efficiently. In summary, this model was capable of accurately predicting future expression levels of genes in both the treated and control groups. In this study, the percentages of concordant signals were 72.7, 81.3, 76.2, 68.8, and 50.0\% in the five respective clusters, indicating that the model was able to adequately predict the direction of the forecasted values (Table 1).
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Figure 2. Time-series expression levels of five gene clusters identified using the Nascimento et al. (2012) methodology. A. Cluster 1 expression profile. B. Cluster 2 expression profile. C. Cluster 3 expression profile. D. Cluster 4 expression profile. E. Cluster 5 expression profile. Genes belonging to clusters 1 and 2, in comparison to those in cluster 4, have opposing expression patterns during the cell cycle (A, B, and D). The genes in cluster 3 exhibited consistent behavior (i.e., expression unchanged) during the cell cycle (C). Moreover, genes in cluster 5 (E) exhibited increased expression levels in the control (wild-type strains) at the beginning and end of the cell cycle.

Table 1. Cluster, number of genes (NG), mean square error (MSE), predictive ability (PA), and the agreement of signs (AS).

<table>
<thead>
<tr>
<th>Cluster</th>
<th>NG</th>
<th>MSE</th>
<th>PA (%)</th>
<th>AS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>0.03</td>
<td>97.0</td>
<td>72.7</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>0.08</td>
<td>84.0</td>
<td>81.3</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.05</td>
<td>95.0</td>
<td>76.2</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>0.10</td>
<td>87.5</td>
<td>68.8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>0.20</td>
<td>75.0</td>
<td>50.0</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td></td>
<td>87.7</td>
<td>69.8</td>
</tr>
</tbody>
</table>
DISCUSSION

Bayesian forecasting by fitting an AR panel data model is an interesting option, given its high rates of credibility intervals where clusters contain true gene expression values and concordant signals. Therefore, this application of a predictive methodology evaluated over time is a technological innovation that allows the prediction of future gene expression values based on their previous expression patterns.

This modeling method is traditionally used in econometric analysis under situations involving larger numbers of small time series (Liu and Tiao, 1980), represented here, respectively, by the larger number of genes and their expression values over time.

The gene expression values at the final time point were originally present in the observed dataset; however, we removed them in order to evaluate the efficiency of Bayesian forecasting. This result was satisfactory and corresponded to similar results establishing AR model predictive ability. Among these, the work of De Alba (1993) stands out as an extensive revision from time-series methods, where time-series prediction using a fourth-order AR model was simulated and a general efficiency of 75% observed. Hay and Pettitt (2001) obtained 58% in the analysis of twelve pneumonia-incidence time series by using a generalized first-order AR model for counting data. Silva et al. (2011) applied a Bayesian forecasting method by fitting an AR panel data model to longitudinal data relative to the expected progeny difference of beef cattle sires and obtained an efficiency of ~80%.

Finally, we emphasize that this prediction can be generalized to other time-series models, such as AR integrated moving average and AR conditional heteroskedasticity models. Furthermore, this approach is capable of analyzing RNA-seq data by using Poisson and negative binomial distributions (Nascimento et al., 2012).

CONCLUSIONS

The proposed Bayesian framework for predicting gene expression levels worked well in our study, based on a predictive success rate of ~90%.
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