Genetic analysis of longitudinal data in beef cattle: a review
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ABSTRACT. Currently, many different data types are collected by beef cattle breed associations for the purpose of genetic evaluation. These data points are all biological characteristics of individual animals that can be measured multiple times over an animal’s lifetime. Some traits can only be measured once on an individual animal, whereas others, such as the body weight of an animal as it grows, can be measured many times. Data such as growth has been often referred to as “longitudinal” or “infinite-dimensional” since it is theoretically possible to observe the trait an infinite number of times over the life span of a given individual. Analysis of such data is not without its challenges, and as a result many different methods have been or are beginning to be implemented in the genetic analysis of beef cattle data, each an improvement over its predecessor. These methods of analysis range from the classic repeated measures to the more contemporary suite of random regressions that use covariance functions or even splines as their base function. Each of the approaches has both strengths and weaknesses in the analysis of longitudinal data. Here we summarize past and current genetic evaluation technology for analyzing this type of data and review some emerging technologies beginning to be implemented in national cattle evaluation schemes, along with their potential implications for the beef industry.
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INTRODUCTION

In today’s beef industry, many different data types are collected by beef cattle breed associations for the purpose of genetic evaluation. These data points are all biological characteristics of individual animals that can be measured many times over an animal’s lifetime. The number of times a given trait is observed during an animal’s life is dictated by the nature of the trait. For example, traits such as carcass characteristics, heifer calving ease, and heifer pregnancy can only be recorded once on an individual animal. However, traits that monitor the status of an animal as it grows, such as weight traits and live animal indicators of carcass merit can be measured a number of times over the life span of an animal. Weight traits such as birth weight and weaning weight describe the same underlying trait, which is growth as measured by weight gain observed over time. As such, perhaps they can be best described by some type of mathematical function rather than a finite set of data points (Kirkpatrick and Heckman, 1989; Meyer and Kirkpatrick, 2005). Consequently, this unique type of data has been referred to throughout the literature as “function valued” (Kirkpatrick and Heckman, 1989; Meyer and Kirkpatrick, 2005) or as “infinite-dimensional” and “longitudinal” data by Meyer and Hill (1997). Here we summarize past and current genetic evaluation technology for handling longitudinal data, and discuss some emerging technologies that are beginning to be implemented in national cattle evaluation schemes.

LONGITUDINAL DATA

A number of traits currently collected for beef cattle genetic evaluation fall under the umbrella definition of longitudinal data. These traits can range from commonly collected observations, such as weight, height and body condition score measurements, to more obscure measures such as feed intake, survival and sperm production and quality (Schaeffer, 2004). Several different methods have been implemented by groups conducting national cattle evaluations to properly model these data types. These methods include more traditional models, such as repeatability and multivariate models, to more contemporary (and perhaps more appropriate) models, such as the suite of random regression models using different base functions (Mrode, 2005).

Analysis of function-valued traits is challenging, and each of the different methods has their respective benefits and limitations. Discussion of these benefits and limitations for each of the methods of analysis will be addressed individually, beginning with the traditional repeatability model, then on to the multivariate models and finally finishing with random regression models that use covariance functions and splines as their base function.

THE REPEATABILITY MODEL

Perhaps the simplest method of analysis of longitudinal data is the “Repeatability Model”. The idea behind this model is to treat each observation as a repeated record of the same trait on the same individual. This model has been implemented in the past for traits such as litter size in successive pregnancies in swine and milk yield in successive lactations in dairy cattle (Jamrozik et al., 1997b; Interbull, 2000).

The repeatability model is most often described in matrix form by the equation (Mrode, 2005)
where $\mathbf{X}$, $\mathbf{Z}$, and $\mathbf{W}$ are incidence matrices relating the repeated observations in $\mathbf{y}$ to fixed ($\mathbf{b}$), random additive animal genetic ($\mathbf{u}$), and random permanent environmental and non-additive genetic effects ($\mathbf{p}$), with $\mathbf{e}$ defining a vector of random residual errors. The model makes the assumption that the mean of the random effects is zero, with variances represented by:

$$\mathbf{y} = \mathbf{X}\mathbf{b} + \mathbf{Z}\mathbf{u} + \mathbf{W}\mathbf{p} + \mathbf{e},$$

(Equation 1)

$$\text{var} \begin{bmatrix} \mathbf{u} \\ \mathbf{p} \\ \mathbf{e} \end{bmatrix} = \begin{bmatrix} \mathbf{A} \sigma^2_u \\ \mathbf{0} \\ \mathbf{0} \end{bmatrix},$$

(Equation 2)

where $\sigma^2_u$, $\sigma^2_p$, and $\sigma^2_e$ are the variances of random additive animal genetic effect, random permanent environmental effect, and random residual error, respectively. In the above, $\mathbf{A}$ is Wright’s numerator relationship matrix (Wright, 1922) and $\mathbf{I}$ is an identity matrix with an order equal to the number of observations in $\mathbf{y}$. The observations in $\mathbf{y}$ are assumed to have the mean $\mathbf{X}\mathbf{b}$ and variance equal to

$$\text{var}(\mathbf{y}) = \mathbf{Z}\mathbf{A}\mathbf{Z}' \sigma^2_u + \mathbf{W}\mathbf{I} \sigma^2_p + \mathbf{I} \sigma^2_e$$

(Equation 3)

As can be inferred from the model presented above, the repeatability model makes assumptions on the data structure that do not hold under all situations. Under the assumptions of the repeatability model, observations from the same individual measured at different ages are assumed to have a constant variance and a common correlation with each other (Jennrich and Schluchter, 1986). This assumption of constant variance does not hold where individual variance changes according to the amount of time that has passed between measurements (Meyer and Hill, 1997). In the situation where the repeated observations typically follow some type of curve (e.g., growth or lactation curves) correlations between observations taken close together in time are higher than those taken farther apart. Here, a more complex model that accounts for the differing correlation structure between successive observations is required.

### THE MULTIPLE TRAIT MODEL

Multivariate genetic evaluation, introduced by Henderson and Quaas (1976), predicts genetic values for multiple traits through the incorporation of the genetic and residual covariances between the traits (Mrode, 2005). This property can be extended to the analysis of longitudinal data if differing measurements on an individual animal are treated as separate but genetically correlated traits. It is under this assumption that the majority of current national cattle genetic evaluations for growth are performed. For example, birth weight and weaning weight are observations that are analyzed as separate but genetically correlated traits using a multivariate model, even though both are observations of the growth of an individual.

This multivariate model, as described by Mrode (2005), is shown in matrix form below.

$$\begin{bmatrix} \mathbf{y}_1 \\ \mathbf{y}_2 \end{bmatrix} = \begin{bmatrix} \mathbf{X}_1 & \mathbf{0} \\ \mathbf{0} & \mathbf{X}_2 \end{bmatrix} \begin{bmatrix} \mathbf{b}_1 \\ \mathbf{b}_2 \end{bmatrix} + \begin{bmatrix} \mathbf{Z}_1 & \mathbf{0} \\ \mathbf{0} & \mathbf{Z}_2 \end{bmatrix} \begin{bmatrix} \mathbf{u}_1 \\ \mathbf{u}_2 \end{bmatrix} + \begin{bmatrix} \mathbf{e}_1 \\ \mathbf{e}_2 \end{bmatrix}$$

(Equation 4)
In the above set of equations, \( y_i \) is a vector of observations for the \( i \)th trait, \( b_i \) is a vector of fixed effects for the \( i \)th trait, and \( u_i \) and \( e_i \) are vectors of random animal genetic and random residual effects for the \( i \)th trait, respectively. \( X_i \) and \( Z_i \) are incidence matrices relating the observations in \( y \) to the fixed effects in \( b \) and random animal genetic effects in \( u \). As with the above repeatability model, the observations in \( y \) are assumed to have the mean \( Xb \). Random effects in the model are assumed to have means of zero and genetic variances equal to

\[
\text{Var} \begin{bmatrix} u_i \\ e_i \end{bmatrix} = \begin{bmatrix} \sigma^2_{g1} & \sigma_{g1g2} \\ \sigma_{g1g2} & \sigma^2_{g2} \end{bmatrix} \otimes A \tag{Equation 5}
\]

and residual variances equal to

\[
\text{Var} \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} = \begin{bmatrix} I \sigma^2_{e1} & I \sigma_{e1e2} \\ I \sigma_{e1e2} & I \sigma^2_{e2} \end{bmatrix} \tag{Equation 6}
\]

Above, \( \sigma^2_{g1}, \sigma^2_{g2}, \sigma_{g1g2}, \text{ and } \sigma_{g1g2} \) are the additive genetic variance for \( y_1, y_2 \) and the additive genetic covariances between \( y_1 \) and \( y_2 \), respectively. Likewise, \( \sigma^2_{e1}, \sigma^2_{e2}, \sigma_{e1e2}, \text{ and } \sigma_{e1e2} \) are the residual error variances for \( y_1 \) and \( y_2 \) as well as the residual covariances between \( y_1 \) and \( y_2 \). \( A \) is Wright’s numerator relationship matrix and \( I \) is an \( n \times n \) identity matrix.

Henderson and Quaas (1976) were the first to implement the multivariate BLUP model, illustrated above in the analysis of a three-trait beef cattle example (birth weight, weaning weight and post-weaning gain). Following their work, Schaeffer and Jamrozik (1996) first suggested the use of a multivariate model for the analysis of test day records for milk volume, fat, and protein percentages in dairy cattle. In each of these examples, the observations measured on individuals across time were treated as separate and unique traits that are genetically correlated to one another.

The multivariate model is not without its inherent problems when analyzing longitudinal data. Given the fact that longitudinal data can be described using some type of function (Meyer and Kirkpatrick, 2005), they tend to have a large number of data points that are of interest to the individuals performing the data collection. In the multivariate model, this can lead to equation systems that have very high dimension and computational requirements. Considering the test day records discussed by Wiggans and Goddard (1996, 1997), three yield traits (milk volume, fat and protein percentages) over two parity groups (first parity versus later parities) and 10 stages of lactation (10 different test days per lactation), analyzing these data using a multivariate model would result in an analysis with 60 different traits.

Another issue with the multivariate model is the potential for high correlations between successive measurements. In beef cattle evaluation, weaning weight and yearling weight are two traits of economic importance, with genetic and phenotypic correlations between these two measurements reported to be 0.78 and 0.72, respectively (Koots et al., 1994). In the analysis of test day records, the correlations are even higher. Pander et al. (1992) reported milk yield correlations ranging from 0.97 (one test day apart) to 0.73 (seven test days apart), with correlations between fat yield and protein yield test day records nearly as high.
These elevated correlations are undesirable for two main reasons. First, if two variables predict the same information, it does not make sense to include both of the variables in the model. Second, the correlation between the two variables has the effect of reducing the power of the tests of significance (Foster et al., 2006).

The high correlations between traits such as weaning and yearling weights as well as between individual test days in dairy cattle evaluation have resulted in studies designed to determine how to specifically handle these elevated correlations. One method, an extension of the multivariate model, allows higher correlations between observations measured close together than those measured farther apart. This technique, referred to as autoregression or autocorrelation, has been documented in the literature numerous times (Harville, 1979; Kachman and Everett, 1993; Carvalheira et al., 1998). Another method to handle this data type is to model the data using a pre-determined function, or data mean. Referred to as fixed regression (Mrode, 2005), these functions can be extended in such a manner that each individual will have its own random function.

**RANDOM REGRESSION**

Regression models have been used in the analysis of longitudinal data for many years. The use of pre-determined functions as covariates was introduced as random regression or a random coefficient model during the early to the mid 1980's (Henderson Jr., 1982; Laird and Ware, 1982; Jennrich and Schluchter, 1986). However, the first study with application to livestock production data was conducted by Ptak and Schaeffer (1993) in the analysis of test day milk production records of dairy cattle. This first attempt was not a random regression model, but it accounted for the general shape or mean lactation curve for cows within similar herd, year and season. Following this initial trial, Schaeffer et al. (1994) extended the regression coefficients of this fixed regression model to random animal effects. In doing so, they were able to account for the mean shape of the lactation curve within a given herd, year and season, as well as account for the deviation of each individual animal’s lactation curve from this mean shape. They were also able to account for the change in correlation structure of repeated records on individuals over time. This ability of the random regression model to properly account for the changing correlation structure has been shown to result in an increase in prediction accuracy of 5.9% when compared to the multivariate model (Meyer, 2004).

The general form of a random regression model, as described by Mrode (2005), can be shown in matrix form as

\[ y = Xb + Qu + Zpe + e \] (Equation 7)

where \( y \) is a vector of repeated test day yields measured on individual animals, \( X \) is an incidence matrix relating observations in \( y \) to fixed effects and fixed regression coefficients, \( b \) is a vector of solutions for fixed effects and fixed regressions, \( Q \) is an incidence matrix of covariates relating observations in \( y \) to random additive genetic regression coefficients, \( u \) is a vector of random additive direct genetic effects, \( Z \) is an incidence matrix of covariates relating observations in \( y \) to permanent environmental random regression coefficients, \( pe \) is a vector of random permanent environmental regression coefficients for each animal, and \( e \) is a vector of random residuals that includes the temporary environmental effects for each observation. Variances assumed for this model are
where $A$ is Wright’s numerator relationship matrix, $G$ is the (co)variance matrix of the additive genetic random regression coefficients, $I$ is an identity matrix whose order is equal to the total number of observations, $P$ is the (co)variance matrix of the permanent environmental random regression coefficients, and $\sigma^2_e$ is the variance of random residuals.

In some studies, the random residual variance has been allowed to vary (between observations taken in multiple years, for example). Jamrozik et al. (1997a) modified the residual variance structure $I \sigma^2_e$ presented above to the following:

$$\text{var}[\mathbf{e}] = \text{diag}\{\sigma^2_{e_i}\}$$  \hspace{1cm} (Equation 9)

where $k$ is equal to the total number of differing residual variances. In this example, the authors used $k = 29$, resulting in $\mathbf{e}$ having 29 different values depending on the number of days in milk, which ranged from 1 to 305. Perhaps, another more appropriate method for modeling heterogeneous residual variance is to allow the variance to follow a continuous function (Rekaya et al., 2000). Both methods account for changing residual variance structures, and López-Romero et al. (2004) found the two methods to be equivalent. If the assumption of homogeneous residual variance does not hold across all stages of production, a modification should then be made to the model that allows the residual variance to change between those stages of production. Olori et al. (1999) determined that the assumption of homogeneity of residual variance would bias the residual variance estimates, leading to over- or under-estimation of heritability values. However, the assumption of homogeneous residual variance has no effect on permanent environmental variance (López-Romero et al., 2003).

**COVARIANCE FUNCTIONS**

At approximately the same time that the techniques for random regression methodology were being introduced and subsequently implemented, covariance functions were introduced in a series of three papers (Kirkpatrick and Heckman, 1989; Kirkpatrick et al., 1990, 1994) with the specific goal of determining how to account for the changes in the covariance structure between successive observations of longitudinal data. Initial groundwork for the development of the covariance function was first given by Kirkpatrick and Heckman (1989). They defined the covariance function as the infinite-dimensional counterpart to covariance matrices used in standard multivariate analyses; this offered three advantages over the conventional methods. The three advantages are as follows:

Covariance functions have the ability to describe the trait at all points, even if measurements were not taken on specific days, rather than at a finite number of data points;

Covariance functions help to reduce errors in calculating the response to selection.

Conventional methods only select on a specific age window (for example birth weight or...
weaning weight); however, when selection on a part of the curve is performed, the entire trajectory is changed through the genetic correlation (selecting on increasing birth weight has the correlated effect of increasing weaning weight). Covariance functions help account for the correlated responses observed at other data points as well;

Covariance functions estimate parameters more efficiently, due simply to the fact that more data points are used in the analysis.

Kirkpatrick et al. (1990, 1994) provided additional insight into the covariance function they introduced in 1989, with examples from a beef cattle growth data set. Calculating the covariance function begins with the standard classical quantitative genetic (co)variance matrix of the traits in question over different times, often referred to as $G$ (see the multivariate model presented above). Using a beef cattle growth analysis as an example, the genetic (co)variance matrix ($G$) could consist of the additive genetic variance for birth weight and weaning weight. Using this $G$, covariance functions are built by using a smooth curve to interpolate the values of $G$ between the measured ages (birth weight and weaning weight). The process starts with the decision as to which smooth curve to use. Kirkpatrick et al. (1990) suggest the use of Legendre polynomials, but state that any orthogonal function could in fact be used. For longitudinal data such as growth, the authors favored polynomials because growth tends to be smooth, similar to the curves created using polynomial functions.

A number of sources illustrate the calculation of Legendre polynomial functions. The equations presented here were adapted from Schaeffer (2003). To calculate Legendre polynomials, first we need to define the polynomials $P_0(x) = 1$, and $P_1(x) = x$. Then, additional polynomials can be calculated using the recursive formula:

$$P_{n+1}(x) = \frac{1}{n+1} \left( (2n+1)xP_n(x) - nP_{n-1}(x) \right)$$  \hspace{1cm} \text{(Equation 10)}

Once calculated, these values are then normalized using:

$$\phi_n(x) = \left( \frac{2n+1}{2} \right)^{0.5} P_n(x)$$  \hspace{1cm} \text{(Equation 11)}

Table 1 illustrates how a fourth-order polynomial would be calculated using the above equations for a normalized Legendre polynomial. This series of normalized polynomials ($\phi_n(x)$) shown in Table 1 are then placed into a matrix $\Lambda$ such that

$$\Lambda' = \begin{bmatrix} 0.7071 & 0 & 0 & 0 & 0 \\ 0 & 1.2247 & 0 & 0 & 0 \\ -0.7906 & 0 & 2.3717 & 0 & 0 \\ 0 & -2.8062 & 0 & 4.6771 & 0 \\ 0.7955 & 0 & -7.9550 & 0 & 9.2808 \end{bmatrix}$$  \hspace{1cm} \text{(Equation 12)}
Legendre polynomials are defined over the interval of -1 to 1 (Kirkpatrick et al., 1990), therefore it is necessary to standardize the ages of the observations to the interval of -1 and 1. The formula used to standardize these ages was presented by Schaeffer (2003) and is defined as follows

\[ t_i^* = -1 + 2 \left( \frac{t_i - t_{\min}}{t_{\max} - t_{\min}} \right) \]  

(Equation 13)

where \( t_i^* \) is the standardized time, \( t_i \) is the time point being standardized, and \( t_{\min} \) and \( t_{\max} \) were the minimum and maximum time points or ages represented in the dataset, respectively. Standardized time values are placed into a matrix \( M \), such that an example standardized age vector

\[ t_i^* = \begin{bmatrix} -1 & -0.25 & 0.25 & 1 \end{bmatrix}^T \]  

(Equation 14)

would result in

\[ M = \begin{bmatrix} 1 & -1 & 1 \\ 1 & -0.25 & 0.0625 \\ 1 & 0.25 & 0.0625 \\ 1 & 1 & 1 \end{bmatrix} \]  

(Equation 15)

for a quadratic polynomial. The first column of the matrix is a column of ones representing the intercept of the curve; the second column is the standardized age, while the third column is the standardized age squared for the quadratic term. Fitting higher order polynomials is done by the addition of columns for the additional parameters needed. The next step is to combine the standardized ages and the polynomials into a matrix \( \Phi = M \Lambda \). Performing this step with the \( M \) defined above and the first three rows (quadratic) of \( \Lambda \) gives the matrix

\[ \Phi = \begin{bmatrix} 0.7071 & -1.2247 & 1.5811 \\ 0.7071 & -0.30618 & -0.64237 \\ 0.7071 & 0.30618 & -0.64237 \\ 0.7071 & 1.2247 & 1.5811 \end{bmatrix} \]  

(Equation 16)
which when combined with the original genetic (co)variance matrix, using the formula

\[
\hat{C}_G = \Phi^{-1}\hat{G}[\Phi^T]^{-1}
\]  
(Equation 17)

results in an estimated coefficient matrix \(\hat{C}_G\) from which the covariance function can be formed (Kirkpatrick et al., 1990).

The estimated \(C\) matrix can be used in conjunction with the following covariance function to estimate the covariance between any two measurements taken at any two standardized times denoted \(t_1\) and \(t_2\) (Kirkpatrick and Heckman, 1989; Kirkpatrick et al., 1990, 1994):

\[
f(a_1,a_2) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} [C_{G}]_{ij} \phi_i(t_1^*) \phi_j(t_2^*)
\]  
(Equation 18)

where \([C_G]_{ij}\) is the \(ij\)th element of the estimated matrix \(\hat{C}_G\), and \(\phi_{i,j}\) is the Legendre polynomial coefficient for the \(i\)th age and \(j\)th order. The use of this equation is somewhat limited, though given phenotypic measurements are typically measured at \(n\) ages. Therefore, only an \(n \times n\) truncated version of \(C_G\) can be used (Kirkpatrick et al., 1990).

The preceding discussion details the formation of a covariance functions for a full order fit, meaning the estimated number of orthogonal functions \(k\) equals the number of ages measured \(n\) and is equivalent to the multivariate model (Mrode, 2005). Given a situation where a large number of different ages are measured, meaning \(n\) becomes large; the problem becomes intractable rather quickly. Kirkpatrick et al. (1990) determined it possible, and in some cases more attractive, to reduce the order of fit \(k < n\) such that the covariance matrix can be fitted with as few parameters as possible. The reduced order covariance function was found using weighted least squares procedures to identify the simplest orthogonal function in which the reduced (co)variance matrix was not significantly different from the full (co) variance matrix, as determined by a \(\chi^2\) goodness of fit test. If the reduced (co)variance matrix differed significantly from the full order matrix, the order of the reduced matrix was increased by using higher order Legendre polynomials until the reduced and full matrices did not differ significantly. According to Kirkpatrick et al. (1990), the reduced estimate is the simplest polynomial that is “statistically consistent” with the data. It also smoothes out the fluctuations caused by the sampling error in the initial measurements used to estimate \(G\). The authors do caution, however, that this method will exclude higher order terms even if they actually exist and the data are not powerful enough to show their existence.

**RANDOM REGRESSION VERSUS COVARIANCE FUNCTIONS**

Meyer and Hill (1997) were the first to show the equivalence of the random regression model to the covariance function, and then Mrode (2005) illustrated this equivalence through an example. Mrode (2005) compared the covariance between breeding values calculated from data recorded on an individual animal using both a parametric curve and a set of orthogonal polynomials fitted to a random regression model. The equality of the covariance function to the random regression model allows the estimation of fewer regression coefficients for each source of variation. When used in random regression models, the matrix \(\Phi\) replaces the stan-
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Recent studies have highlighted challenges with random regression models that employ Legendre polynomials as their base function. The estimated covariance matrices used to calculate genetic variances over the range of data (for instance, lactation range) tend to result in genetic variances that are much higher at the beginning and end of the range than in the middle (Schaeffer and Jamrozik, 2008). This might be due to polynomials placing a large emphasis on observations at the extremes, which compounds the problem with higher orders of fit (Meyer, 2005a). Other reported problems with Legendre polynomials include their poor modeling capabilities of asymmetrical functions, lack of information to estimate a large number of parameters, and their sensitivity to each of the many different (co)variance parameters (Misztal, 2006).

**SPLINES**

Given the problems with the use of polynomials as a basis function in random regression models discussed by Misztal (2006) and Schaeffer and Jamrozik (2008), several alternative approaches have been proposed. These include fractional polynomials (Robert-Granié et al., 2002), cubic smoothing splines (White et al., 1999), and B-splines (Torres Jr. and Quaas, 2001; Meyer, 2005b). Splines are defined as piecewise polynomials that join together at “knots” and are continuous across the range of data (Wold, 1974). As a result, they do not suffer from the same problems as polynomials, where their behavior in one small area determines their behavior across the entire range of data. Since splines are defined as “piecewise polynomials” they represent smooth curves between each knot.

Ruppert et al. (2003) describes simple spline basis functions as an extension of the following standard simple linear regression model

\[ y_i = \beta_0 + \beta_1 x_i + e_i \]  

where \( y_i \) is the observed value of the \( i \)th trial, \( x_i \) is the predictor variable of the \( i \)th trial, \( \beta_0 \) and \( \beta_1 \) are regression coefficients corresponding to the y intercept and slope of the regression line, respectively, and \( e_i \) is the random error term.

The quadratic simple linear regression model presented above would result in an \( X \) incidence matrix for fitting the regression of

\[
X = \begin{bmatrix}
1 & x_1 & x_1^2 \\
\vdots & \vdots & \vdots \\
1 & x_n & x_n^2
\end{bmatrix}
\]

Modification of these models for the inclusion of “knots” or points where the piecewise polynomials join together is a rather simple task accomplished by the addition of \( K \)
columns of \((x_i - \kappa)\) where \(\kappa\) is specific knot and "+" refers to the positive section of the function, meaning negative values of \((x_i - \kappa)\) are included as zero. These values are included in the general simple linear regression in such a manner that

\[
f(x) = \beta_0 + \beta_1 x + \sum_{k=1}^{K} (x_i - \kappa_k)_+\tag{Equation 22}
\]

and in the quadratic version of this model as

\[
f(x) = \beta_0 + \beta_1 x + \beta_2 x^2 + \sum_{k=1}^{K} b_k (x_i - \kappa_k)^2\tag{Equation 23}
\]

The \(X\) incidence matrix associated with the above quadratic spline equation would then be modified to be:

\[
X = \begin{bmatrix}
1 & x_1 & x_1^2 & (x_1 - \kappa_1)_+^2 & \cdots & (x_1 - \kappa_1)_+^2 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_n & x_n^2 & (x_n - \kappa_1)_+^2 & \cdots & (x_n - \kappa_K)_+^2
\end{bmatrix}\tag{Equation 24}
\]

These "modified" \(X\) matrices are then included in the least squares normal equations as a substitute for the standard simple linear regression \(X\) incidence matrices. As a result, standard least squares regression statistical properties apply and fitted values can be found by solving the normal equations:

\[
\hat{y} = X(X^T X)^{-1} X^T y
\tag{Equation 25}
\]

The spline basis functions presented above are referred to as truncated power bases of degree \(p\), and are useful for understanding the mechanics of spline-based regression. They can be used in practice if knots are carefully chosen or a penalized fit (inclusion of a roughness penalty or a value that penalizes fits that are too rough, resulting in a smoother result) is used (Ruppert et al., 2003). Truncated power base functions are at a disadvantage when it comes to orthogonality, meaning numerical instability can result if too many knots are used and the roughness penalty is too small. It has been suggested that the use of equivalent bases such as B-splines or natural cubic smoothing splines with more stable numerical properties would be better (Eilers and Marx, 1996; Ruppert et al., 2003).

Given the piecewise nature of spline bases, some of the problems associated with random regression using Legendre polynomials, such as instability at the extremes, seem to be avoided. In 1999, Hill and Brotherstone reported that splines can be included rather easily in the standard mixed model framework; when compared to random regression models, they include more random effects but require fewer (co)variance parameters. Splines also have the advantage of quicker convergence over Legendre polynomials, which may be due to the fact...
that spline coefficients are more sparse than their polynomial counterparts (Misztal, 2006). One of the most important questions when using spline bases seems to be the number of knots needed to accurately describe the data, as well as where to place these knots. The use of too many knots will increase the complexity of the model, while the use of too few will reduce accuracy. Misztal (2006) suggests the following guidelines for choosing proper knot placement:

Choose knots in such a manner that they encompass the extremes observed in the data.

Choose knots in a way that the correlations between knots are in the range of 0.6 to 0.8.

These two suggestions will result in knots being placed close together around areas that have the largest data density (i.e., birth weight, weaning weight, etc.), and will also result in a larger concentration of knots in areas where the data are changing more rapidly.

Until very recently, use of spline-based regression techniques by quantitative geneticists in the livestock industry had been almost non-existent. Spline basis functions have been used in the analysis of a number of traits, and as with the random regression and covariance function models, they were first used for the analysis of dairy cattle test day records. They have been incorporated into fixed regressions to model the lactation curve in the analysis of dairy cattle test day records (Druet et al., 2003), as well as the modeling of curves for estimated breeding values (EBV) (White et al., 1999).

The use of splines for the analysis of beef cattle data seems, so far, limited to the analysis of growth traits. Meyer (2005b) used quadratic B-splines to analyze Angus growth data from birth to 820 days of age, with knots at 0, 200, 400, 600, and 821 days of age. She found that the B-splines lend themselves well to the modeling of growth data, but they tend to be susceptible to irregularities in the distribution and sparseness of the data. Using simulated beef cattle growth data, Bohmanova et al. (2005) found that despite the fact that splines are simpler and have fewer parameters than Legendre polynomials, they are just as accurate (within 0.2%). A series of studies was conducted in 2005 and 2006 investigating the feasibility of using spline basis functions in random regression models that could be used for large-scale genetic evaluations (Iwaisaki et al., 2005; Robbins et al., 2005; Bertrand et al., 2006). In this set of studies, it was determined that random regression using spline bases is a feasible alternative to random regression with Legendre polynomial bases and also to the more contemporary multivariate model.

CONCLUSIONS AND IMPLICATIONS FOR THE BEEF INDUSTRY

A topic of much discussion today among beef cattle geneticists is how to improve the accuracy of existing genetic evaluations. While much of this discussion is focused on the incorporation of DNA marker information into current genetic evaluation schemes (Schaeffer, 2006; Goddard and Hayes, 2007; Kachman, 2008), increasing the number of useable records would also add accuracy to a sire’s expected progeny differences. Current evaluation methodology for growth uses a multivariate mixed model that treats weights recorded at successive ages as separate but genetically correlated traits. If the number of age groups for which observations are measured is high, these problems can become very large and intractable rather quickly. As a result, the Beef Improvement Federation (BIF) recommends that weights be standardized to a specified age (for example, weaning weights are typically adjusted to 205 days) or weights fall into specified age ranges (BIF recommended age range for weaning weight is 160 to 250 days) in order to be included in a genetic evaluation (BIF, 2002). Often manage-
ment decisions, such as early weaning strategies, lead to weights being recorded outside these recommended age ranges, and therefore render them unusable for genetic evaluation purposes. The use of random regression techniques can allow for the incorporation of observations taken at any number of ages. This is an advantage over conventional genetic evaluation methods, due to the fact that increasing the amount of useable data increases the accuracy of the genetic prediction, which can lead to an increased rate of genetic change (Williams et al., 2009).

Random regression methodology also has the potential to have a larger impact on the beef industry than just in the analysis of growth traits. It has the ability to identify cattle that require fewer days to reach their finish endpoint in the feedlot, a trait (group of traits) that has long been identified as being economically relevant (Lindholm and Stonaker, 1957; Golden et al., 2000). Besides the ability of random regression models to use data measured at a number of ages, the resulting EBV obtained from these models can be used for regression curves. Consequently, EBV could be calculated for any age or any number of days on feed. Kuehn (2000) presented an equation for the calculation of any customized EBV, where individual animals were estimated using a linear regression, as is shown below:

\[
\text{EBV(age or weight)} = b_0 + b_1 \times (\text{desired age}) \quad \text{(Equation 26)}
\]

where \(b_0\) is the EBV for the intercept and \(b_1\) is the linear EBV for each individual sire. Following Kuehn, Jublieu (2003) showed sufficient genetic variation existed for a selection tool expressed as days to finish weight. The EBVs obtained from a random regression model apparently have the potential to cause confusion, especially if higher order polynomials are used. Therefore, information packaging and information support of genetic evaluations that incorporate random regression approaches should be carefully considered.

Random regression techniques have the potential to greatly influence beef cattle genetic evaluation techniques. Their ability to incorporate recorded data from any number of ages into a single evaluation, by properly accounting for the changing covariance structure between observations, has the potential to have a large impact on genetic evaluation methodology, with little to no change in current data recording schemes. As such, increases in the accuracy of an evaluation will be seen as these techniques become more widely used in national beef cattle evaluations.
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